
A R T I C L E

Towards a "Planned Path Emergence"
View on Future Genesis*

Victor Tiberius
University of Potsdam
Germany

.9

Journal of Futures Studies, June 2011, 15(4): 9 - 24

Abstract

In this paper, path dependence theory, path breaking, and path creation are discussed in order to pro-
vide an additional view to the study of future technological, economic, social, and organizational change. Path
dependence theory can be ascribed to both contingent and deterministic views of change, whereas path break-
ing and path creation stress the voluntaristic influences actors have on changing and shaping paths. By con-
trasting these theories, and based on the idea of restrictive indeterminism, a midway approach called planned
path emergence is suggested as a realistic view.
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Introduction

Path dependence theory is widely discussed in technology, economics, social institutions, and
organizations – all of which are topics analyzed by futurists. Coming from the general insight that
history matters, it explains the formation of (often inefficient) paths which cannot be easily aban-
doned. As newer theoretical developments, path breaking and path creation challenge the assump-
tions of path dependence and stress the possibilities of shaping the future.

This paper portraits path theories and their assumptions, concepts and implications for futures
studies. Path dependence theory deals with critical events in combination with self-reinforcing
processes that affect or even effect subsequent developments and lead to a stable state (lock-in).
With path breaking, ways are discussed to unlock paths. Finally, path creation denotes attempts to
shape a path according to the actor's or actors' will. In such, path theories reflect different ontologi-
cal positions on drivers and restraints of change and persistence.

* I wish to thank Jose Ramos and the anonymous reviewers for insights and suggestions they made for improve-
ment to this paper.
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The "planned path emergence" view suggested in this paper is based on the idea
of restrictive indeterminism which stems from voluntarism and includes restrictions
(instead of determinism), as well as randomness as interfering factors. Here, actors
define an ideal path as their goal, choose strategies to shape it and act accordingly.
However, they have to cope with the disturbance of this ideal path, i.e. the possibilities
of change are restricted by gridlocked, but not inalterable structures which were set in
the past and lead to inertia. Furthermore, their plans can both be stimulated and torpe-
doed by random events.

In his seminal work, Amara (1981) made the frequently cited distinction between
possible, probable, and preferablefutures. One might add preventablefutures such as
wildcards (Mendonça et al., 2004; Rockfellow, 1994) to indicate that futures studies
can also fulfill an early-warning function. With this differentiation it became obvious
that the futures field can be divided into a positive (possible and probable futures) and
normative (preferable and preventable futures) sphere (McHale, 1978; Niiniluoto,
2001). Against this backdrop, the idea of planned path emergenceargues that both the
future "as will be" and the future "as should be" cannot be separated dichotomously,
but rather should be seen as the endpoints within a continuum. Path theories can con-
tribute to extend the theoretical language for this purpose.

The main ideas of (restricting) historicity (Heilbroner, 1960; Galtung &
Inayatullah, 1997; Inayatullah, 1999; Kaivo-oja et al., 2004; Rescher, 1998; Wagar,
1993) and human-made change (de Jouvenel, 1964; de Jouvenel, 2000; Flechtheim,
1980; McHale, 1978; Niiniluoto, 2001) are certainly well established in futures stud-
ies. However, path theories can help to shed new light on these ideas.

In general, it can be considered to be useful to examine an object of study from
different angles. This follows the ideas of perspectivismsuggested by authors such as
Sismondo (1996), Giere (2006), and Brante (2010). According to this, all descriptions
and explanations are partial perspectives on reality which is too complex to be cap-
tured holistically. This argument is reminiscent to the poem "The blind men and the
elephant" by John Godfrey Saxe in which an elephant is described as a wall, snake,
spear, tree, fan, or rope – depending upon which part they touch. In this regard, path
theories can provide special lenses through which future genesis can be seen in a cer-
tain perspective.

In particular, the explanation of both persistence and change is highly dependent
on specific circumstances. Futures studies can benefit from middle-range theories that
focus on special, but common cases. In this respect, path dependence theory can be
applied to the case that involves critical incidents as triggers and self-reinforcing
processes as causes that lead to a lock-in. Thus, path dependence must not be confused
with other concepts of historicity such as inertia, habitual routines, learning effects,
etc. Building on this, path breaking can be used to explain liberating processes starting
from a path dependent locked-in situation. The ideas of path creation can be consid-
ered for practically shaping the future based on path dependence logic. Despite this
specificity in circumstances, path theories work in many domains such as technology,
society, and organizations.

Furthermore, path dependence on the one hand and path breaking/creation on the
other hand represent two opposing views on how development occurs. The contradic-
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tions between these theories elucidate the crucial points that have to be clarified theo-
retically from a futures point of view.

Finally, the ideal-typical division into four stages suggested by path theories
potentially resolves this contradiction as it provides a reasonable time-oriented expla-
nation for the coexistence of persistence and change, of determinism, chance, and vol-
untarism, and of predictability and non-predictability. In other words, these extremes
are not necessarily incommensurable as they may occur successively.

Path Dependence Theory and Futures Studies

Path dependence theory argues that in combination with self-reinforcing process-
es, events  affect subsequent developments and lead to a stable state: "A path depend-
ent sequence of [...] changes is one of which important influences upon the eventual
outcome can be exerted to temporally remote events" (David, 1985, p.332). It explains
persistencerather than change(Djelic & Quack, 2007), and it shows that paths persist
rather than whythey do (Stack & Gartland, 2003).

Path dependence theory can be applied to a variety of domains. It was first devel-
oped to explain the persistence of inefficient technologies, which clash with the idea
that the "invisible hand" of the market will always ensure that the ex-ante optimal
solution will find its place. The most cited example of a path dependent technology is
the QWERTY keyboard (David, 1985). In earlier typewriter keyboard layouts, the let-
ters were arranged in the order most often used. This, however, led to the typebars
becoming entangled when typing fast. The "solution" was to spread out the most fre-
quently used letters so that the typing speed could be drastically reduced. Today, we
have been writing with non-mechanic, electronic devices for a long time now so the
entanglement of typebars should no longer pose a problem. The QWERTY layout,
however, is still in use – despite the fact that there are many better layouts available
such as the Dvorak, NEO, RISTOME or Colemak layouts (Tiberius, 2006, 2010).

The concept of path dependence was later transferred to the social sciences to
explain the change and persistence of social institutions(e.g. family, government, etc.)
and organizations.6 Interestingly, "[i]nstitutions generally turn out to be considerably
less 'plastic' than is technology and the range of diversity in innovations achieved by
recombinations of existing elements is observed to be much broader in the case of the
latter." (David, 1994, S. 218)

A weakand a strong understanding of path dependence can be distinguished in
the literature (Djelic & Quack, 2007; Sydow et al., 2009).7 In its weaksense, path
dependence only indicates the imprinting effects of the past on the present and future
or, briefly put, "history matters." This version can mainly be found in history itself.
This perspective has two disadvantages, however. First of all, it can be considered a
profane idea which can hardly deliver any theoretically valuable insights. Second, it is
difficult to distinguish (weak) path dependence from other phenomena that argue in a
similar manner and include lock-in situations due to history such as imprinting, esca-
lating commitment, sunk costs, structural inertia, reactive sequences and institutional-
izing (Schreyögg et al. 2003; Sydow et al., 2009 and the references mentioned there).
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In its strongsense, which is taken in this paper, path dependence is conceptualized
in a more sophisticated form as found in economics and political science. Most of the
path dependence literature is based on case studies which are supposed to show how
path dependent situations arise. For example, studies on lock-in effects concerning
broadband connections (Bach, 2009), newspapers (Koch, 2008), nuclear power reac-
tors (Cowan, 1990), the sugar industry (Krueger, 1996) and the tire industry (Rockoff,
1994) can be found.8 However, there are hardly any distinct modelsof path depend-
ence. One pleasant exception can be found in the works of Schreyögg et al. (2003) and
Sydow et al. (2009) who suggest breaking a path dependent process down into three
phases as described in following:

Phase I (Preformation Phase)denotes the situation before the establishment of a
path. From a futures point of view, the future is wide open in this phase and actors
have a broad range of possible options to choose from. Initial conditions, in Vergne &
Durand's (2010) view, therefore have to be very weak, otherwise there would already
be some restriction. Sydow et al. (2009), however, correctly suggest that even during
this phase, actions are already embedded in structures established in the past. It would
be unrealistic to think of a situation that has no historic preconditions.

Phase II (Formation Phase)marks the beginning of the establishment of a path by
a (small)9 historic event(Arthur, 1988 & 1994) or critical juncture.10 This incident can
be an intentional and purposeful decision, but according to David (1985, p.4), historic
events may also include "happenings dominated by chance elements rather than sys-
tematic forces."

What follows (and can therefore even be conceptualized as a separate phase) is
the appearance of a self-reinforcing process. The basic idea behind self-reinforcing
mechanisms is recursive, positive feedbackor increasing returns logic(Arthur, 1988,
1994, & 1996). Many suggestions for self-reinforcing mechanisms can be found in the
academic literature (Garud & Karnøe, 2001; Garud et al., 2010) such as adaptive
expectations (Arthur, 1989), complementary effects (Sydow et al., 2009), coordination
deficiencies (Arthur, 1988; Schelling, 1978), free-riding (Olson, 1965), large fixed
costs/sunk costs (Arthur, 1988, 1989), learning effects (Arthur, 1988), network exter-
nality effects (Katz & Shapiro, 1995) and systemic diachronies (Senge, 1990).

Phase III (Lock-In Phase)can be seen as path dependence in a narrower sense.
The further progress in time is considered deterministic(Mahoney, 2000).11 The actors
have no remaining alternatives and have to reproduce the set path with no way of
escaping. The lock-in situation is often identified as inefficient (Vergne & Durand,
2010), i.e. even if there are better options, they cannot be chosen.12 The lock-in is sup-
posed to be ongoing unless an exogenous shock disturbs the system (Arthur, 1994;
Djelic & Quack, 2007; Vergne & Durand, 2010).

This model helps us understand one of the most important ideas concerning path
dependence,  nonergodicity, which means that initially, more than one outcome is pos-
sible while later on, the outcome that finally comes into place depends on the histori-
cal development of the path. Then the actors who are caught in the path are literally
"unable to shake free of their history" (David, 2001, p.19).

In Vergne & Durand's (2010) interpretation of path dependence, contingencyplays
an important role. They define it as being "unpredictable, non-purposive, and some-
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what random" (p.741). Every assumption of path dependence theory has actually been
criticized in the literature. Here we should focus on the critique that leads from path
dependence to the concepts of path breaking and path creation in particular (Garud &
Karøe, 2001; Garud et al., 2010). To begin with, the view of initial conditionsis con-
tradictory. There is not necessarily a distinguishable starting point for a path. Instead,
actors negotiatethem deliberately which means they are actually actor-made.

Second, path processes do not have to be contingentas suggested by Vergne &
Durand (2010, p.741), who define them as "unpredictable, non-purposive, and some-
what random." The term emergenceis probably more useful, as it indicates that
actions of multiple actors interfere in a form which provokes outcomes planned by
neither of them. The actors are, then, embedded in the contexts that emerged for future
actions. For self-reinforcing mechanisms, the path creation view, again, suggests
another, more active interpretation. Here, these processes are not deterministic, but
"actors may engage in a variety of purposive actions to initiate and to endogenously
sustain a bandwagon instead of waiting for exogenous reinforcing mechanisms to kick
in" (Garud et al., 2010, p.765).

Finally, the idea that paths have to last forever can be criticized. Paths can indeed
be interpreted as provisional stabilizations that can be changed, which in turn leads to
path breaking. Path dependence has different implications for futures studies accord-
ing to the phases defined in the process model of Schreyögg et al. (2003) and Sydow
et al. (2009).

In phase I, the future outcome cannot yet be predicted because many alternative
paths are still possible. In phase II, after the occurrence of the "historic event," proba-
ble future outcomes can be identified. Once the increasing return process shows a
trend, a variety of alternative outcomes can even be reduced to the one most probable
path. When the path is set in phase III, it is, prima facie, easy to predict the further
development: when a certain technology, institution, etc. persists over time, i.e. when
it no longer changes, it will more or less stay the same in the future.

With this in mind, one main advantageof path dependence theory is that it sug-
gests that the plain binary mode of thinking of either certainty and predictabilityor
uncertainty and unpredictabilityis too limiting. There are different levels (cf.
Courtney et al., 1997). Furthermore, path dependence theory demonstrates that the
level of certainty might change over time, suggesting that certainty increases over
time. All this can be seen as a theoretical enrichment in the conceptualization of future
change.

Some critical issueshave to be pointed out, however. As pointed out earlier, not
all processes are path dependent. As shown above, path dependence can be defined in
a broader and a narrower sense. The broader perspective can hardly qualify as a theo-
ry. If the narrower interpretation of path dependence is adopted instead, only very few
processes can be regarded as path dependent. The consequence, thus, is that path
dependence theory can help explain future developments only in specific cases.

It is not helpful to limit the development of a path to a single historic event in
phase II. In futures studies, this correlates with the concept of wildcards(Rockfellow,
1994; Mendonça et al., 2004) such as the oil crisis in the 1970s or 9/11. Rather gradual
succession and a combination of a series of incremental changes can also establish a
path (Djelic & Quack, 2007).
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The lock-in in phase III denotes a deterministic view of future development.
However, "[p]ath dependence does not preach historical determinism, where the totali-
ty of the present is derived from the totality of the past." (Håkansson & Lundren,
1997, p.123)13 Path dependent trajectories may tend to persist, but they are not set in
stone. When a path is broken, there is a discontinuitythat makes correct prediction
impossible. This in turn leads directly to path breaking.

Furthermore, the idea of predictionbased on a lock-in is quite profaneand unpre-
tentious. As mentioned above, path dependent processes more or less continue the
way they have. The idea of the extrapolation of developments from the past into the
future must be regarded as low-end, rather unprofessional futures studies; it does not
correspond with the topical paradigm of multiple, alternate futures. Or in other words,
the scientific objective of exploringpossible or probable futurescannot be achieved in
phase III.

In summary, the logic of path dependence implies an exogenousperspective. The
actors have to position themselves in an uncontrollable environment. There are two
ways to cope with such a situation (Wiltbank et al., 2006): either the actors have to
make plans based on predictions, which, according to path dependence, can only work
in phase III. Or they can try to quickly and flexibly adapt to changed circumstances.
In view of path dependence, this would only be necessary in phases I and II. In phase
III, as the situation is locked in, there is no longer any need for adaptation to new situ-
ations.

Like futures studies or management studies, applied sciences which deal with
designing and controlling systems cannot content themselves with taking notice of a
path dependent situation. Instead, they have to discuss how to actively handle paths.
This leads to path breaking and path creation: "Given the assumption that change is
path dependent, what are the possibilities of escaping the path set by the past: of
escaping history?" (Håkansson & Lundren 1997, p.125) What are the possibilities of
breaking history and making the future?

Path Breaking14 and Futures Studies

Path breaking can be defined as the "effective restoration of a choice situation –
the insertion of at least one [superior] alternative course of action" (Sydow et al.,
2009, p.702). Breaking path dependent trajectories is only sparsely discussed in the
literature. This might be due to the fact that path breaking is actually contrary to the
logic of path dependence: "If we define path dependence as a situation in which indi-
vidual actors or organizations have lost their power to choose among alternatives, then
the assumption that the same actors can unlock the path is obviously inconsistent."
(Sydow et al., 2009, p.702)

Schreyögg et al. (2003) add a fourth phase to their path model which they call
"de-locking." But how exactly can paths be broken? Path dependence theory mainly
argues that only exogenous shocks can dissolve a path. However, from an agency
point of view, the question is why actors have to wait for an accidental shock to hap-
pen. It would be more convincing if this very shock is deliberately caused by actors.
Djelic & Quack (2007) also argue that not only single ruptures can stop paths, but
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gradual succession and the combination of a series of incremental changes can also
lead to a new path.

As Sydow et al. (2009) has made clear, it is obvious that unlocking a path requires
actions exterior to the path itself. These actions have to destroythe self-reinforcing
mechanismof the path dependent process which, at least in part, has to be reversible:
"decreasing returns may lead to path transformation or facilitate the creation of a new
path." (Djelic & Quack, 2007, p.163) From a systemic view, counter paradoxes have
to override the original paradoxes that caused the pathological dynamics (Schreyögg
et al., 2003). In detail, the authors suggest that for organizational settings, the actors
captured in the path have to switch from the operational to the observational mode, i.e.
they have to reflect their situation and begin a discourse which should also include
emotional appeals.

How does path breaking relate to futures studies? When breaking a path can be
traced back to an accidental incident – which is the typical logic of path dependence –
then, again, this confronts futurists with the problem of the unpredictability of this
very incident. Once the path has been broken, there is no longer a trend from the past
that can be extrapolated. Neither the path-breaking event nor the new path can be fore-
seen. This, however, is compatible with the mainly widespread idea that futures can-
not be predicted, only explored.

When a path is broken due to human will and action, the aspect of agency is
added to path concepts. With this, predicting "the" future is just as arduous, because
human will can hardly be predicted, if at all: "In [circumstances]15 characterized by
Knightian uncertainty,16 prediction and control are not just empirically mismatched;
they are conceptually at odds. Prediction can never be adequate for the purpose of
control, even in principle, because of the role of human creative action in actually pro-
ducing a non-existent, not just a hard-to-predict, future." With the inclusion of agency,
path breaking even goes beyond the logic of exploratory futures studies: it can be seen
as a break with history and, therefore, as opening up new future possibilities. The very
possibility of breaking paths shows that the future is not deterministic, but can be
changed.

In this conceptualization, actors do not have to position themselves in the chang-
ing and uncontrollable environment, but they can constructit (Wiltbank et al., 2006).
The attempt to make a prediction is substituted by control, which means endogenizing
the environment.

Path Creation17 and Futures Studies

While path dependence concentrates on the development of an involuntary path,
path creation reflects the intentional setting of a deliberately chosen path. The path
creation perspective can be seen as a critical answer to the passive observer's view of
path dependence theory, which "rob[s] actors of any agency, as they find themselves
pushed and pulled from one state to another" (Garud et al., 2010, p.768; cf. Garud &
Karnoe, 2001; Stack & Gartland, 2003). As in the path dependence literature, path
creation research is often conducted in case studies. Examples include path creation
processes in biotechnology (Rao & Singh, 2001), the minivan market (Porac et al.,
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2001) or the formation of Silicon Valley (Kenney & von Burg, 2001), as well as Garud
& Karnøe's (2001) portrayal of  the 3M case of Post-It® Notes.

To create a path according to their path model, Schreyögg et al. (2003) argue that
a critical juncture and self-reinforcing mechanism have to be set. So a critical mass
must be achieved to reduce the room for maneuver ("generating momentum"). The
actual "path shaping" takes place in phase II. As in the original model, the lock-in
marks the virtual path dependence in phase III.

How, exactly, can path creation succeed? For Garud & Karnøe (2001), the main
requirement is mindfulness, which "implies the ability to disembed from existing
structures defining relevance and also an ability to mobilize a collective despite resist-
ance and inertia that path creation efforts will likely encounter" (p.2). For them, dis-
embedding is mainly a cognitive18 task which involves deframing, discrediting and
unlearning. Interestingly, while Sydow et al. (2009) suggest that for path breaking,
actions exterior to the path itself are necessary, Garud & Karnøe (2001) actually want
actors to endogenizeobjects, relevance structures and time so that they can ultimately
disembed from existing paths.

In regard to futures studies, path creation directly corresponds with the idea that
the future is not deterministically defined, but can be and has to be shaped. There is an
elementary resemblance in the logic of both futures practice and path creation: both
can be understood as a "process where practitioners work backwards to fulfill a pro-
jected future state" (Garud & Karnøe, 2001, p.3). So for those futurists who do not
commit to the explorativeobjective of the field, path creation is a most appreciated
view for their normativeaccess to futures studies (de Jouvenel, 1964; de Jouvenel,
2000; Flechtheim, 1980; McHale, 1978; Niiniluoto, 2001). Again, however, there are
some limitations. Path creation does not only stress the creation of new things, but
definitely includes the idea of a path. As previously defined, a path is often inefficient,
yet even if it is not, this means that a certain route has to be taken in the future. This in
turn temporarily reduces alternate future possibilities, which, again, has two implica-
tions: if a new path is created, it is easier to foresee coming developments, but on the
other hand, the range of alternative, possibly better paths is minimized.

What all three path theories have in common is their insight that efficiencyshould
not be considered the keystone in the explanation of future genesis. Path dependence
must be regarded as a market failure. And actors who break or create a path do not
necessarily have the most efficient solution in mind (Garud & Karnøe, 2001). From
the perspective of path theories at least, they can offer no support of the old idea that
history always leads to a better situation (e.g. Hegel's (1807) Weltgeist).

"Planned Path Emergence" as a Realistic Middle Course

The confrontation of path dependence on the one hand and path breaking – and
especially path creation – on the other hand has shown that path-related theories differ
in their exogenous19 or endogenousperspective, i.e. the driving forces that shape paths
are either anonymous(e.g. markets) or concrete actorssuch as entrepreneurs (Garud
& Karnøe, 2001; Garud et al., 2010) or other elites. People are either observers/vic-
tims or actors/shapers. This can be referred to as an outsider'sor insider's ontology
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(Garud & Karnøe, 2001; Garud et al., 2010). Johnson (2001) speaks of a structure-
basedor agency-based theory. Accordingly, both views can be distinguished by their
positioning in time: path dependence adopts a historic perspective,20 whereas path
breaking and path creation take a real timeposition (Garud & Karnøe, 2001; Garud et
al., 2010). This corresponds with a passive/active distinction: "The past is over and
done with. It is a closed book. Although we can change our ideas about the past and
can rewrite history, the past itself does not change. The only thing we can influence by
our actions is the future." (Bell & Olick, 1989, p.126)

This is reminiscent of the locus of controlconcept (Rotter, 1966), which postu-
lates that behavior significantly depends on the either generalized externalor internal
control beliefs. People either ascribe their capability to control things and develop-
ments to external causes (e.g. other people, chances, or fate) or to themselves. This is
based on the expectancy-value theory of achievement motivation (e.g. Wigfield &
Eccles, 2000), which states that the probability a person will execute an operation
increases when he or she regards a specific outcome as important and believes that the
operation will lead to that outcome. Path dependence conceptualizes people as passive
observers, whereas path breaking and path creation view them as active shapers.

Both perspectives can be considered extreme positions on a continuumthat ranges
from being a passive victim to an active shaper. As is often the case, a realistic posi-
tion can be assumed to lie somewhere in between the two extremes. On the one hand,
a completely fatalistic view would make any endeavor to create innovations obsolete
because paths, from this view, are deterministically set and no action whatsoever
could change them. On the other hand, it is simply impossible for every actor to shape
the future according to his or her very own will, as actors' ends and means interfere
and there are historical restrictions, as well as accidents, which cannot be foreseen.
Djelic & Quack (2007) point out that the complexity of path generation increases with
the complexity of the system. In such, new paths can, for example, be created more
easily in organizations in comparison to national or even transnational institutional
systems. An actor with a fully voluntaristic view can insofar be considered as an "opti-
mistic martyr" (Dosi & Lovallo, 1997) who overestimates his or her possibilities of
creating the exact future he or she strives for. "[N]either [...] the assumption of deter-
minacy nor [...] that of completely unrestricted choice" (Sydow et al., 2009, p.693) are
realistic. "Given the possibility of human agency, no path is ever entirely dependent;
and given the cumulative nature of [processes]21, no path is ever really new. Thus, the
past is not completely fixed, and the future is not completely open." (Hirsch &
Gillespie, 2001, p.87)

Garud & Karnøe (2001) and Garud et al. (2010) point out that their view of path
creation is also a midway position and should not be misunderstood as being purely
action-oriented and neglecting emergent factors or developments: "Path creation does
not mean [actors]22 can exercise unbound strategic choice. Rather, entrepreneurs are
embedded in structures that they jointly created." (Garud & Karnøe, 2001, p.2)
However, the very term "path creation" mainly stresses the voluntaristic aspect and
hardy reflects on restrictive, accidental issues. Johnson (2001) suggests the term "path
contingency" which seems to over-emphasize the role of chance.
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What can be considered the driversand restraintsof future genesisand what roles
do they play? Path theories discuss three items : choice, (historic and current) restric-
tions, and chance. The voluntaristicview of choice can be found in path breaking and
path creation. Path dependence is based on a deterministicview in which historical
restrictions control the further development. In phase II of the path process model, the
view of randomness(chance) also plays a role when it comes to the critical juncture or
its emergent outcome. In regard to randomness, however, it is important to distinguish
between absolute and relative randomness. The former means that an incident occurs
for no necessary reason (only sufficient condition). Relative randomness, in contrast,
defines an event as unpredictable from the actors' point of view only. From this per-
spective, "[h]istoric small events" are defined by Arthur (1988, p.118) as "those events
or conditions that are outside the ex-ante knowledge of the observer – beyond the
resolving power of his 'model' or abstraction of the situation."

In a world of human agency, choice can be considered the dominant view: actors
set their goals, choose strategies to reach them and act accordingly. However, they
have to take into account and accept the disturbance of their ideal path. Their plans
can be stimulated or torpedoed by chance events, and the possibilities of change are
restricted by gridlocked structures that were set in the past and led to a certain inertia:
"[W]e are not slaves of the past, but we are its children." (Håkansson & Lundren
1997, p.132) However, these restraints must not be seen as a given since they can be
changed themselves. One view that includes all three ontological perspectives on
future genesis could be called restrictive indeterminism(Tiberius, 2008; von der
Oelsnitz & Tiberius, 2009), or – in the context of path theories – "planned path emer-
gence."

Restrictive indeterminismcan be described as an ontological view that favors vol-
untarism, yet also accepts restraints. It accepts chance events but rejects determinism,
substituting it for restrictions. The rejection of determinism is based on the conviction
that there is no ex ante schedule for the course of events which has a determining
effect on actions of human beings. Instead, the existence of historically formed struc-
tures is accepted, which channels the corridor of possible actions. Within the compre-
hensive set of multiple options for action, only one subset can really be executed.

Planned path emergencesuggests that a path is planned by one or a number of
actors (depending on the complexity of the objective) who work as path shapers.
When shaping the path though, they have to cope with both (relatively random)
chance events and restrictions that were set in the past.

Similarly, the idea of "planned evolution" suggested by Kirsch et al. (2009) and
Kirsch et al. (2010) is based on the works of Etzioni (1968) and Resolve (1967) who
build on the assumption that the development of complex socio-technological systems
requires a combination of both an efficient overall control and incremental step-by-
step approach that follows the actual situation (Seidl & Werle, 2011). Here, instead, it
is suggested the term "emergence" is used rather than "evolution," as the latter leaves
the identification of drivers of change completely open (or may ascribe them to
anonymous powers), whereas "emergence" points out that unexpected, and therefore
contingent, outcomes may occur due to the systemic interactions of single action
strands. Emergent outcomes can, for instance, be reduced to bounded rationality
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(Simon, 1959) and political games between actors who have divergent interests and
objectives (in general: See Burns, 1961; Crozier & Friedberg, 1977 for politics in gen-
eral and Hirsch & Gillespie, 2001; Johnson, 2001 for path theories in particular).

Conclusion

In this paper, path theories were discussed to test their suitability for offering an
explanation of future genesis. A theory of change basically has to comprise the drivers
and restraintsof change and persistence, as well as a model which explains the very
processof development.

From the investigation of the line of argumentation of path theories, it became
clear that they are based on different ontological assumptions about the drivers and
restraintsof change and persistence. Some argue its anonymous powers that drive the
process, others argue its actors who attempt to gain their objectives. It also became
obvious that the processof development is conceptualized very sophisticatedly (possi-
bly even too specifically) in path dependence theory, whereas both path breaking and
path creation still call for theoretical development when it comes to the actual process
of breaking or shaping a path.

With planned path emergence, a middle course was suggested. Congruent to the
prevailing view in futures literature that the idea of shaping the future should domi-
nate over the conception of a predetermined future that can be attempted to be predict-
ed, restrictive indeterminism in general and planned path emergence in particular
focus on the voluntaristic perspective (choice), yet simultaneously accept restrictions
and random events.

This paper does not, however claim path theories to be the best theories for future
genesis. The discussion carried out here is exemplary and should therefore be seen as
an explorative approach that should lead to greater attention to the explanatory objec-
tive of futures studies. As the "competition" between theories of (historical) change
can enhance the understanding of past developments, competing theories of future
genesis will help us better understand how the future unfolds, and how its develop-
ment can be shaped for the good of society.
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Notes

1. Vergne & Durand (2010) make another distinction between the macro, meso, and micro
levels. For them, the macro level covers institutions, the meso level governance or tech-
nology outcomes, and the micro level organizational rigidity.



2. Abbreviation for international marketing and purchasing (of industrial goods).
3. In organizational science and (strategic) management, path dependence became one of

the most discussed theories. Between 2003 and 2007, 10.5 percent of all articles pub-
lished in the seven leading scholarly journals dealt with path dependence theory (Vergne
& Durand, 2010).

4. Hirsch & Gillespie (2001, pp.74 et seqq.) examine the "history matters" argument in dif-
ferent scientific disciplines.

5. Futurists, however, are seldom historians. In the Futures Research Directory, Wagar
(1993, p.450) found only ten historians among 1,200 futurists. Their research was mainly
concentrated on historic views of the future which, in the meantime, have actually
become history.

6. Not only can entire organizations be path dependent, but also partial aspects like strate-
gies (Holtmann, 2008 & Lüttel, 2009).

7. The weak vs. strong interpretation of path dependence must not be mistaken for the weak
vs. strong form (first, second and third degree) of path dependence brought into discus-
sion by Liebowitz & Margolis (1990 & 1995). This definition refers to the possibility of
making (weak) or not making (strong) changes to shake free of an inefficient solution.

8. Further current examples can be found in Schreyögg & Sydow (Eds., 2010).
9. Paradoxically, historic events that lead to path dependency are often described as "small."

This might be influenced by chaos theory: "Small, seemingly insignificant events in the
past might flip the coin over and alter the direction of change." (Håkansson & Lundgren,
1997, S. 122). However, there is no necessity of reducing the beginning of path depend-
ence to small events. "Big" events, certainly, will even be more effective (see also Hirsch
& Gillespie, 2001, p. 72; Sydow et al., 2009, p. 693).

10. Sydow et al. (2009) conceptually put the critical juncture at the end of phase I, whereas
it could be seen as more convincing to place it at the beginning of phase II, which actu-
ally marks the start of the path formation. This, however, is not worth arguing over
since, theoretically speaking, there is no time frame between these phases.

11. Sydow et al. (2009) point out that, at least in organizational settings, full determinacy is
no appropriate assumption. They prefer to see a path dependent process "as a predomi-
nantsocial influence, leaving some scope for variation" (p.695).

12. Sydow et al. (2009), correctly suggest to only assume potential inefficiency, as ineffi-
ciency cannot be seen as a sine qua non for path dependence (cf. Hirsch & Gillespie,
2001).

13. As cited above, the notion of determinacy is seen quite differently.
14. Also: "path destruction" (Hirsch & Gillespie, 2001, p.84) and "path dissolution" (Sydow

et al., 2009, p. 701). Path breaking can also be seen as an intermediate process between
path dependence and path creation, as it is usually necessary to break an old path before
a new one can be established. Thus, this process can also be called "path transition"
(Hirsch & Gillespie, 2001, p. 84; Djelic & Quack, 2007, p. 162).

15. "Environments" in the original version.
16. Knightian uncertainty denotes a situation when alternative outcomes are possible, but no

individual probabilities of their occurrence can be specified (Knight, 1921).
17. Also: "path generation" (Djelic & Quack, 2007).
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18. This was also evident in a social constructionistview (Berger & Luckmann, 1967),
which suggests that reality and truth per se cannot be perceived, but are negotiated
socially. This leads to the idea that even technological innovations must be interpreted as
products of social construction (e.g. Garud & Rappa, 1994; Pinch, 2001; Porac et al.,
2001).

19. The exogenous ontology mentioned here is similar, but must not be mistaken for the
"exogenous perspective" argued by Sydow et al. (2009, p.702), which means that only
external powers can break paths.

20. "Events that set paths in motion can only be known post-hoc. Consequently, the role of
agency can be viewed as one of entrepreneurs watching the rearview mirror and driving
forward." (Garud & Karnøe, 2001, p.7)

21. "R&D" in the original version.
22. "Entrepreneurs" in the original version.

References

Amara, Roy. (1981). "The futures field: Searching for definitions and boundaries." Futurist,
15(1), 25-29.

Arthur, W. Brian. (1988). "Self-reinforcing mechanisms in economics." In Kenneth J.
Arrow  & Philip W. Anderson (Eds.), The Economy as an Evolving Complex System.
The Proceedings of the Global Economy Workshop(pp.9-33). Reading, MA:
Addison-Wesley.

Arthur, W. Brian. (1989). "Competing technologies, increasing returns, and lock-in by his-
torical events." Economic Journal, 99(394), 116-131.

Arthur, W. Brian. (1994). Increasing returns and path dependence in the economy. New
York: Wiley.

Arthur, W. Brian. (1996). "Increasing returns and the new world of business." Harvard
Business Review, 74(3), 100-109.

Bach, Thomas. (2009). DSL versus Kabel. Informationsexternalitäten als Determinanten
von Pfadabhängigkeit und Wechselkosten bei der Adoption von Breitband-
Technologien. Wiesbaden, Germany: Gabler.

Bell, Wendell, & Jeffrey K. Olick (1989). "An Epistemology for the Futures Field.
Problems and Possibilities of Prediction." Futures, 21(2), 115-135.

Berger, Peter L., & Thomas Luckmann. (1967). The Social Construction of Reality.
London: Penguin.

Brante, Thomas. (2010). "Perspectival realism, representational models, and the social sci-
ences", in: Philosophy of the Social Sciences, 40(1), 107-117.

Courtney, Hugh, Jane Kirkland, & Patrick Viguerie. (1997). "Strategy under uncertainty",
in: Harvard Business Review, 75(6), 67-79.

Cowan, Robin. (1990). "Nuclear power reactors: A study in technological lock-in." Journal
of Economic History, 50(3), 541-567.

David, Paul A. (1985). "Clio and the economics of QWERTY." American Economic
Review, 75(2), 332-337.

David, Paul A. (1994). "Why are institutions the "carriers of history"?: Path dependence and
the evolution of conventions, organizations and institutions." Structural Change and
Economic Dynamics, 5(2), 205-220.



David, Paul A. (2001). Path Dependence, it's Critics and the Quest for "Historical
Economics". In: Piere Garrouste & Stavros Ioannides (Eds.), Evolution and Path
Dependence in Economic Ideas: Past and Present(pp.15-40). Cheltenham: Edward
Elgar. De Jouvenel, Bertrand. (1964). L'Art de la Conjecture. Monaco: Éditions du
Rocher.

De Jouvenel, Hugues. (2000). Futuribles: Ein Gesamtkonzept der Zukunftsforschung. In:
Karlheinz Steinmüller; Rolf Kreibich & Christoph Zöpel (Eds.), Zukunftsforschung
in Europa. Ergebnisse und Perspektiven (pp.55-67). Baden-Baden, Germany: Nomos.

Djelic, Marie-Laure, & Sigrid Quack. (2007). "Overcoming path dependency: Path genera-
tion in open systems." Theory and Society, 36(2), 161-186.

Dosi, Giovanni, & Dan Lovallo. (1997). "Rational entrepreneurs or optimistic martyrs?" In
Raghu Garud, Praveen Rattan Nayyar, & Zur Baruch Shapira (Ed.), Technological
Innovation. Oversights and Foresights(pp.41-68). Cambridge, NY: Cambridge
University Press.

Galtung, Johan, & Sohail Inayatullah. (Eds.) (1997). Macrohistory and Macrohistorians.
Perspectives on Individual, Social, and Civilizational Change. Westport, CT &
London, UK: Praeger.

Garud, Raghu, & Michael A. Rappa. (1994). "A sociocognitive model of technology evolu-
tion: The case of cochlear implants." Organization Science, 5(3), 344-362.

Garud, Raghu, & Peter Karnøe. (2001). "Path creation as a process of mindful deviation."
In Raghu Garud & Peter Karnøe (Eds.), Path Dependence and Creation(pp.1-38).
Mahwah, NJ & London, UK: Lawrence Erlbaum Associates.

Garud, Raghu, Arun Kumaraswamy, & Peter Karnøe. (2010). "Path dependence or path
creation?" Journal of Management Studies, 47(4), 760-774.

Giere, Ronald N. (2006). Scientific Perspectivism. Chicago, IL & London, UK: The
University of Chicago Press.

Håkansson, Håkan, & Anders Lundgren. (1997). "Path in time and space: Path dependence
in industrial networks." In Lars Magnusson & Jan Ottosson (Eds.), Evolutionary
Economics and Path Dependence(pp.119-137). Cheltenham, UK & Northampton,
MA: Edward Elgar.

Hegel, Georg Wilhelm Friedrich. (1807). System der Wissenschaft. Erster Theil, die
Phänomonologie des Geistes. Bamberg & Würzburg, Germany: Joseph Anton
Goebhardt.

Heilbroner, Robert L. (1960). The Future as History, New York: Peter Smith.
Hirsch, Paul M., & James J. Gillespie. (2001). "Unpacking path dependence: Differential

valuations accorded history across disciplines." In Raghu Garud & Peter Karnøe
(Eds.), Path Dependence and Creation(pp.69-90). Mahwah, NJ & London, UK:
Lawrence Erlbaum Associates.

Holtmann, Philip. (2008). Pfadabhängigkeit strategischer Entscheidungen: Eine Fallstudie
am Beispiel des Bertelsmann Buchclubs Deutschland. Cologne, Germany: Kölner
Wissenschaftsverlag.

Inayatullah, Sohail. (1997). Situating Sarkar: Tantra, Macrohistory and Alternative Futures.
Maleny, Australia: Gurkula Press.

Johnson, Juliet. (2001). "Path contingency in postcommunist transformations."
Comparative Politics, 33(3), 253-274.

Journal of Futures Studies

22



Kaivo-oja, Jari Y., Tapio S. Katko, & Osmo T. Seppälä. (2004). "Seeking convergence
between history and futures research." Futures, 36(6), 527-547.

Katz, Michael L., & Carl Shapiro. (1985). "Network externalities, competition, and compat-
ibility." American Economic Review, 75(3), 424-440.

Kenney, Martin, & Urs von Burg. (2001). "The creation and growth of silicon valley." In:
Raghu Garud & Peter Karnoe (Eds.), Path Dependence and Creation(pp.127-148).
Mahwah, NJ & London, UK: Lawrence Erlbaum Associates.

Kirsch, Werner, David Seidl, & Dominik van Aaken. (2009). Unternehmensführung: Eine
evolutionäre Perspektive. Stuttgart, Germany: Schäfer-Poeschel.

Kirsch, Werner, David Seidl, & Dominik van Aaken. (2010). Evolutionäre
Organisationstheorie. Stuttgart, Germany: Schäfer-Poeschel.

Knight, Frank H. (1921). Risk, Uncertainty and Profit.Boston, MA: Hart, Schaffner &
Marx, Houghton Mifflin Company.

Koch, J. (2008). "Strategic paths and media management: A path dependency analysis of
the german newspaper branch of high quality journalism." Schmalenbach Business
Review, 60(1), 51-74.

Krueger, Anne O. (1996). "The political economy of controls: American sugar." In Lee J.
Alston, Thráinn Eggertsson, & Douglass C. North (Eds.), Empirical Studies in
Institutional Change(pp.169-218). Cambridge: Cambridge University Press.

Liebowitz, Stan J., & Stephen E. Margolis. (1990). "The fable of the keys." Journal of Law
and Economics, 33(1), 1-25.

Lüttel, John. (2009). Pfadabhängigkeit in strategischen Entscheidungsprozessen: Die
Entwicklung der Bankgesellschaft in den Jahren 1994 bis 2001. Berlin, Germany:
Peter Lang.

Mahoney, James. (2000). "Path dependence in historical sociology." Theory and Society,
29(4), 507-548.

McHale, John. (1978). "The emergence of futures research", in: Jib Fowles (Ed.),
Handbook of Futures Research(pp.5-15). Westport, CT: Greenwood.

Mendonça, Sandro, Miguel Pina e Cunha, Jari Kaivo-oja, & Frank Ruff. (2004). "Wild
cards, weak signals and organisational improvisation", in: Futures, 36(2), 201-218.

Niiniluoto, Ilkka. (2001). "Futures studies: Science or art?" Futures, 33(4), 371-377.
Olson, Mancur. (1965). The Logic of Collective Action. Public Goods and the Theory of

Groups. Cambridge, MA: Harvard University Press.
Pinch, Trevor. (2001). "Why do you go to a Piano Store to buy a Synthesizer: Path

Dependence and the Social Construction of Technology." In Raghu Garud & Peter
Karnøe (Eds.), Path Dependence and Creation(pp.381-400). Mahwah, NJ &
London, UK: Lawrence Erlbaum Associates.

Porac, Joseph F., José Antonio Rose, Jelena Spanjol, & Michael Scott Saxon. (2001).
"America's family vehicle: Path creation in the U.S. minivan market." In Raghu
Garud & Peter Karnøe (Eds.), Path Dependence and Creation(pp.213-242).
Mahwah, NJ & London, UK: Lawrence Erlbaum Associates.

Rao, Hayagreeva, & Jitendra Singh. (2001). "The construction of new paths: Institution-
building activity in the early automobile and biotech industries." In Raghu Garud &
Peter Karnøe (Eds.), Path Dependence and Creation(pp.243-268). Mahwah, NJ &
London, UK: Lawrence Erlbaum Associates.

Towards a "Planned Path Emergence" View on Future Genesis

23



Journal of Futures Studies

24

Rescher, Nicholas. (1998). Predicting the Future. An Introduction to the Theory of
Forecasting. Albany, NY: State University of New York Press.

Rockfellow, John D. (1994). "Wild cards: Preparing for 'Big One'." Futurist, 28(1), 14-19.
Rockoff, Hugh. (1994). "History and economics." In Eric H. Monkkonen (Ed.), Engaging

the Past. The Uses of History across the Social Sciences(pp.48-76). Durham, NC:
Duke University Press.

Rotter, Julian B. (1966). "Generalized expectancies for internal versus external control of
reinforcement." Psychological Monographs, 80(1), 1-28.

Schelling, Thomas C. (1978). Micromotives and Macrobehavior. New York: W. W. Norton
& Co.

Schreyögg, Georg, & Jörg Sydow (Eds.). (2010). The Hidden Dynamics of Path
Dependence. London: Palgrave-Macmillan.

Schreyögg, Georg, Jörg Sydow, & Jochen Koch. (2003). "Organisatorische pfade: Von der
pfadabhängigkeit zur pfadkreation?" Managementforschung, 13, 257-294.

Seidl, David, & Felix Werle. (2011). "Strategisches management und die offenheit der
zukunft." In Victor Tiberius (Ed.), Zukunftsorientierung in der Betriebswirtschaftslehre
(pp.287-299). Wiesbaden, Germany: Gabler.

Simon, Herbert. (1959). "Theories of decision making in economics and behavioural sci-
ence." American Economic Review, 49(3), 253 – 283.

Sismondo, Sergio. (1996). Science without myth: On Constructions, Reality, and Social
Knowledge. Albany, NY: State University of New York Press.

Stack, Martin, & Myles P. Gartland. (2003). "Path creation, path dependency, and alterna-
tive theories of the firm." Journal of Economic Issues, 37(2), 487-494.

Sydow, Jörg, Georg Schreyögg, & Jochen Koch. (2009). "Organizational path dependence:
Opening the black box." Academy of Management Review, 34(4), 689-709.

Tiberius, Victor. (2006). "Schneller schreiben: Neuere Reformversuche, QWERTZ
abzulösen." Fachjournalist, 6(5), 25-27.

Tiberius, Victor. (2008). Prozesse und Dynamic des Netzwerkwandels. Wiesbaden,
Germany: Gabler.

Tiberius, Victor. (2010). "Pfadabhängigkeitstheorie." WiSt Wirtschaftswissenschaftliches
Studium, 39(6), 280-283.

Vergne, Jean-Philippe, & Rodolphe Durand. (2010). "The missing link between the theory
and empirics of path dependence: Conceptual clarification, testability, and method-
ological implications." Journal of Management Studies, 47(4), 736-759.

Von der Oelsnitz, Dietrich, & Victor Tiberius (2009). "Lernstrategien und lernpfade in
unternehmensnetzwerken." Zeitschrift für Management, 4(2), 153-172.

Wagar, W. Warren. (1993). "Embracing change: Futures inquiry as applied history."
Futures, 25(5), 449-455.

Wigfield, Allan, & Jacquelynne S. Eccles. (2000). "Expectancy-value theory of achieve-
ment motivation." Contemporary Educational Psychology, 25(1), 68-81.

Wiltbank, Robert, Nicholas Dew, Stuart Read, & Saras D. Sarasvathy. (2006). "What to do
next? The case for non-predictive strategy." Strategic Management Journal, 27(10),
981-998.


