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Abstract 

Population health is a crucial determinant of human prosperity and well-being. Poor health can lead to 
reduced productivity, poverty, and premature death, with the COVID-19 pandemic underscoring the 
vulnerability of population health on a global scale. Self-learning algorithms have the potential to improve 
population health in a sustainable way and bring a paradigm shift to healthcare. We utilize intuitive logic to 
generate future scenarios in order to address the research question. These scenarios are categorized as either 
health-promoting or health-damaging, and superintelligence is considered either dominating or non-
dominating. We provide strategic implications for each scenario, which can guide policy action in dealing 
with superintelligence. 
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Introduction 

Anticipating future developments and assessing potential risks is an essential process for engaging 
with new technologies and understanding their impact on fundamental components of society 
(Torres, 2019). Population health plays a crucial role in this process, as it is a necessary condition 
for the success and continuation of humanity. Significant single events, such as the eruption of the 
Pompeii volcano (Giacomelli et al., 2003) or the Chernobyl nuclear accident (Cardis & Hatch, 
2011), led to significant consequences for the population living in the world at that time, their health, 
and their actions to prevent future existential threats. In addition to single events, long-term changes 
that may not immediately manifest can also pose existential threats. Examples include species 
extinction or climate change, both of which have wide-ranging implications for human health and 
well-being (Tol, 2020; Whitmee et al., 2015). Monitoring existential risks from an intergenerational 
justice perspective is a critical lever for securing a livable future (Werther, 2013). 

The Importance of Technology for Public Health 

The significance of population health cannot be overstated, as it is a fundamental requirement for 
human prosperity and well-being (Steptoe et al., 2015). The global COVID-19 pandemic has 



 

JFS December 2023 Koebe, Schillings and Oliver Schwarz

 

80 

brought attention to the vulnerability of health and the need for measures to prevent future 
pandemics (Bambra et al., 2020). However, evidence shows that acceptance of risk-reduction 
measures, such as vaccinations (Lazarus et al., 2021) or restrictive public health behaviors 
(Kachanoff et al., 2021), varies widely among populations. Technology can play a crucial role in 
supporting such public health measures, but similarly, societal attitudes vary towards issues around 
surveillance (Ioannou & Tussyadiah, 2021) and sharing of health data (Huston et al., 2019). Despite 
these concerns, medical and technological advancements already change how healthcare is 
delivered around the globe (Breyer & Felder, 2006). Among these advancements, artificial 
intelligence (AI) appears as the trend that is most likely to fundamentally shape the development of 
medicine in the 21st century (Tortorella et al., 2020). Therefore, this paper will explore the potential 
impacts of AI on the area of population health.  

Defining Superintelligence 

This paper employs the definition of superintelligence according to Bostrom (1998): 

“By a "superintelligence" we mean an intellect that is much smarter than the best human 
brains in practically every field, including scientific creativity, general wisdom and 
social skills.” 

We will consider AI as a specific form of superintelligence that could play a supporting role in 
future societies (Brundage, 2015). One area where AI algorithms and superintelligences can 
significantly contribute is healthcare, for example in the development of new diagnostics and 
therapies to eradicate diseases (Meskó et al., 2018). Thus, superintelligences have the potential to 
bring great benefits, but they could also cause great harm (Sotala, 2017). They could potentially 
pose a significant threat to humanity in the future, which requires us to identify and evaluate them 
now to take preventive measures (Winch & Maytorena-Sanchez, 2011). In this paper, we will use  
a matrix to rank both known and unknown parameters to assess the impact of superintelligence 
(Mercer & Trothen, 2021). The chosen uncertainty paradigm is shown in Figure 1.  

When we have knowledge of the properties of AI and the effects of its use, we can consider 
possibility spaces to prevent potential risks. However, since superintelligence or artificial general 
intelligence does not exist yet, we cannot evaluate its properties or mode of action. However, as the 
properties and effects of individual AI applications for healthcare services are already known 
(Ahmed et al., 2020), we can use them to draw conclusions about the potential influence of 
superintelligence (Batin et al., 2017). While we cannot anticipate the full impacts of its deployment, 
some of these individual insights can be generalized and used to limit uncertainty. In this paper, we 
aim to approach these unknown parameters and highlight potential health risks of superintelligence 
use.  
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Fig 1: Uncertainty paradigms related to AI in the future 

Methodology 

Scenario techniques are a suitable method for classifying and evaluating future developments, 
possible shocks and unexpected events (Huss & Honton, 1987; Schoemaker, 1995). Especially 
under extreme uncertainty, scenarios can provide a way to anticipate the future and foster strategic 
impetus for action (Schoemaker, 2004; Wright & Goodwin, 2009). This approach enables the 
development of action guidelines that can help avert existential risks for companies, states, or 
humanity as a whole. In this work, we use the intuitive logic method to develop future scenarios 
(Wright et al., 2013). This methodology was first described by Schoemaker and van der Heijden 
(1992) in the context of strategic planning for the Royal Dutch/Shell company. It identifies two 
dimensions that are particularly relevant to the future problem and describes four possible scenarios. 
We follow the methodological approach of Bradfield (2008), as shown in Figure 2. First, we define 
the problem domain. As a basis for the initial evaluation, the scenario analysis of Reinhart and 
Greiner (2019) is used which considers the dominance of superintelligences and their positive or 
negative disposition towards humans. Given the particular challenges and relevance of the topic, 
we defined global population health as an additional parameter, as explained earlier. 

After having identified and ordered the key uncertainties and driving forces, the second step of 
the analysis is scenario development along two dimensions: the dominance of superintelligence 
over humans and its impact on population health. The developed scenarios are then substantiated 
with relevant empirical evidence of current use cases and their respective scenario logic. In the final 
step, we conduct a strategic foresight analysis to derive policy implications for each scenario, which 
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are outlined in Tables 1-4. For each of the scenarios, one empirical case study is used as a lens to 
identify key areas for action and outline relevant policy recommendations. 

 

Fig 2: Methodical approach 

In building on Reinhart and Greiner's base scenarios, we slightly deviated from the general 
approach to scenarios based on intuitive logic (Ramirez & Wilkinson, 2014). Rather than explicitly 
identifying the driving forces, we adapted their model and extracted appropriate descriptive 
characteristics that supported our dimensions with empirical evidence. We then assigned 
corresponding predictive attributes for each scenario (Rowe et al., 2017).To ensure the quality of 
the scenario development process, a panel of subject matter experts tested the internal consistency 
of the resulting scenarios. For this purpose, a consistency matrix was created to reveal contradictions 
and present stable relationships (Marthaler et al., 2020). They were discussed within the team of 
authors and subjected to a plausibility check. The coherent logic of the scenarios with their relation 
to population health could thus be ensured. Finally, the quality of the developed scenarios was 
established by triangulating them with empirical findings on current use cases. By means of 
empirical analogies, scenarios lying far into the future were hence placed in a context of findings 
available today. Even though these cannot be employed as a clear analogy with their present 
orientation, they can still serve as metaphors for a critical view of the future (Fischer & Marquardt, 
2022). 

Our approach allows us to outline scenario narratives with concrete use cases that describe 
impacts that are already emerging today. This facilitates the identification of opportunities and risks 
by including predetermined elements from empiricism and critical uncertainties in our 
considerations. As a result, we were able to derive four possible future development and highlight 
relevant fields of action (Bradfield et al., 2016; Spaniol & Rowland, 2019).  
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Results 

The four developed scenarios are presented in Figure 3. To clarify the global perspective and 
relevance for all of humanity, the term ‘universe’ is employed to describe the scenarios. Humans 
are designated as the supporting object in their relevant universes, reflecting the human-centric 
component of the scenarios. The first two scenarios, which we consider positive scenarios in the 
overall context, depict humans in digitally monitored and controlled or self-optimized universes. 
Both scenarios have a health-promoting effect, and benefit humanity in general, regardless of 
whether superintelligence dominates or humans take the dominant role with superintelligence 
support. In contrast, the third scenario depicts humans in a profit-maximizing universe, while the 
fourth scenario portrays humans in a manipulative universe. These scenarios can be considered 
negative, as they tend to have a harmful effect on health. Tables 1-4 provide more detailed 
descriptions of the individual characteristics of each scenario. 

 

Fig 3: Superintelligence and human health 

Scenario 1: Humans in the digitally monitored and controlled universe 

In this scenario, superintelligence has a dominant position and positively affects human health (cf. 
Table 1). The superintelligence supports healthy lifestyles, which improves public health and life 
expectancy. It has access to the latest study results and can derive the best preventive measures or 
therapy decisions. As a result, health-promoting interventions can be fully integrated into the 
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everyday life of the population (Fozard et al., 2009). Similarly, the superintelligence utilizes 
behavioral techniques such as nudging to directly and indirectly influence the population in their 
health behaviors (Felkers et al., 2015). While this approach may lead to a loss of autonomy for 
individuals, it results in improved health outcomes, creating a trade-off between independent action 
and decision-making versus health promotion. In always acting rational, the superintelligence can 
eliminate irrational decisions related to health-damaging behaviors, leading to passive and later 
active health promotion across the population, enhancing the general state of health, quality of life, 
and life expectancy (Walorska, 2020).  

From a global perspective, the superintelligence can help achieve the United Nations' Sustainable 
Development Goals, while also reducing a state's healthcare spending by promoting healthy aging 
and preventing illness across populations (Vinuesa et al., 2020). Despite a potential increase in 
pension and other social expenditure, healthier individuals can work longer, accumulate more 
assets, and avoid income or wealth losses due to long absences from illness over their lifetimes. 
This approach can also lead to the discarding of any behavior that is harmful to health over the long 
run, as the population is educated to behave in ways that benefit the community. The effect is 
particularly large for socially disadvantaged groups, as they are disproportionately affected by 
health-damaging lifestyles (Hosny & Aerts, 2019). From an economic perspective, this effect 
increases productivity and reduces absenteeism by enabling early detection of potential 
occupational accidents or work-related illnesses (Badri et al., 2018). 

One potential concern with superintelligence is that it may be perceived as paternalistic, as it 
limits individual’s agency and instead enforces health-conscious behavior in line with societal 
norms. While this may have long-term benefits, there is a risk that in authoritarian or centralized 
states, superintelligence may be manipulated to align with the ideas of the ruling class, potentially 
resulting in negative health effects (Kaplan & Haenlein, 2019). The Chinese social credit system 
provides an example of such a scenario, where AI is used to monitor and sanction or reward the 
behavior of the population according to predefined standards, thereby educating the population and 
influencing their behavior (Creemers, 2018; Yu et al., 2015). Similarly, a superintelligence could 
implicitly control or influence the overall health behavior of a population, given extensive and 
ongoing monitoring, and thereby substantially restrict individual’s privacy and autonomy (Roberts 
et al., 2021). 
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Table 1: Summary characteristics of the first scenario 

Criterion Description scenario 1 
Superintelligence dominating 
Health impact positive 
Characteristics AI supports healthy lifestyle and management 

Consideration of the latest studies (fully automated) 
Expansion of health-promoting measures in the everyday lives of citizens 
Nudging is used to sustainably change health behavior 

Effect Loss of autonomy (citizens) in favor of better health 
Passive health promotion of the population as a whole 
Increase in health status and quality of life/expectancy 
Sustainable reduction of health care expenditures 

Opportunities Eliminating behavior that is harmful to health (in the long term) 
Educating citizens to adopt optimal health behaviors for the benefit of all 
Particularly large effect on socially disadvantaged groups 
Increasing productivity and reducing absenteeism 

Threats Negatively perceived liberal paternalism 
Manipulation risks in authoritarian/centralist forms of government 

Empirical analogy 
Use case The Chinese social credit system for behavior management 
Specifics AI-supported behavior monitoring and evaluation 

Reward system for socially compliant behavior 
Punishment system for behavior detrimental to society 
Permanent and comprehensive surveillance necessary 

Strategy implications Creation of general acceptance of the full monitoring system 
Securing the control mechanisms in the algorithm 
Sharing of power and control (conflicts of interest) 

 
To establish a system as described above, it is necessary to gain general acceptance of a 

comprehensive surveillance system. Some argue that surveillance for the benefit of public health is 
a common good that supersedes individual privacy rights (Fontes et al., 2022). While some parts of 
population may be willing to allow themselves to be directed by the government, the response to 
the COVID-19 pandemic has highlighted significant population concerns regarding health 
surveillance (Liu & Zhao, 2021). One approach policymakers could take is to use the rise of 
surveillance technologies to counter external risks, such as terrorist attacks, to implement such a 
system. Still, it would be crucial to incorporate control mechanisms as safeguards to monitor the 
algorithm and provide transparency to public authorities. Additionally, there must be a clear 
division of power and control. If a superintelligence decides and influences the lives and health of 
millions of people, the balance of power and adequate independent monitoring must be ensured. 
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Scenario 2: The autonomous human in a self-optimized universe 

In this scenario, humans retain their superior position over the superintelligence and the health 
impact is positive (cf. Table 2). Humans deploy the superintelligence as a tool to optimize their 
health while making information and decision-making processes fully transparent. Assuming a wide 
availability of medical innovations and a deep understanding of health-affecting behaviors, the 
ultimate goal is to achieve the best possible health and maximize well-being (Haselager & Mecacci, 
2020). To this end, the population actively engages in targeted health promotion, resulting in overall 
improvements in health and increased life expectancy. Moreover, people's adherence to health 
behaviors also increases, for example in AI assisted medication dispensary (Shaban-Nejad et al., 
2018) . Through improved health, the participation opportunities of the population are also 
enhanced. 

The main benefits of this scenario include promoting autonomy and freedom of choice, reducing 
health disparities, and increasing productivity. These factors can lead to greater satisfaction and 
unlock significant economic potential. Unlike in scenario one, individuals here enjoy greater 
personal freedom and can fully achieve their capabilities and developmental potential. However, 
despite the support of superintelligence, achieving optimal health outcomes requires a higher degree 
of health literacy. In addition, social inequalities could persist (Dunn & Hazzard, 2019), particularly 
if access to authoritative medical innovations is limited or if individuals persist in engaging in 
irrational behaviors contrary to the recommendations of superintelligence. 

Empirically, this scenario is exemplified by the Technological Singularity of Silicon Valley 
(Solez et al., 2013) which is characterized by a high degree of openness to technology and 
innovation. It follows a utopian paradigm and is not commonly found in practice. The approach is 
built upon the potentials of exponential medicine (Nabipour & Assadi, 2016), which is considered 
to offer quasi-infinite technological possibilities, potentially leading to a significant increase in life 
expectancy. Additionally, the use of resources is optimally controlled with the help of 
superintelligence, aiming to achieve healthy living for all (Popa, 2014). In principle, these 
opportunities should be available to the entire population, but there is a risk of exclusivity for 
privileged groups leading to both national and global inequalities in healthcare access. Strategic 
implications for realizing this scenario include investing in health education and independent 
information to complement support for superintelligence, increasing public trust. State institutions 
should ensure universal equitable access to prevent social division. Additionally, a supervisory 
authority is crucial to prevent a market-dominating position and control the mode of operation of 
superintelligence, especially if many private-sector companies are involved, which could result in 
significant conflicts of interest. 
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Table 2: Summary characteristics of the second scenario 

Criterion Description scenario 2 
Superintelligence not dominating 
Health impact positive 

Characteristics 
Citizens use AI systems to self-optimize their health 
Transparent information and decision-making processes 
Wide availability of medical innovation and its mode of action 

Effect 
Focus on health and well-being as a new lifestyle 
Active health promotion of the entire population 
Increasing health status and quality/expectancy of life 
Increase compliance and paticipation opportunities 

Opportunities 
Promotion of autonomy and freedom of choice 
Reduction of health inequalities possible 
Increase productivity and reduce absence from work 

Threats High health literacy required 
Social inequality could increase (lack of access) 

Empirical analogy 
Use case Technological Singularity in Silicon Valley 

Specifics 
Exploiting the potential of exponential medicine (incl. technologies) 
Strong prolongation of life expectancy 
Optimal use of resources for a healthy life 
Long-term access for all people (risk of exclusivity) 

Strategy 
implications 

Investing in health education and independent information 
Ensure universal equitable access 
Central "good" supervisory authority necessary (market control) 

Scenario 3: Humans in a profit-maximizing universe 

In this scenario, superintelligence holds a dominant position, and its impact on health tends to be 
negative (cf. Table 3). While this is not a guaranteed outcome, it is highly likely given the 
constellation of this scenario. AI-driven utility maximization is the primary objective, with 
companies employing superintelligence to maximize profits (Leggett, 2021). All other goals are 
subordinate to this primary objective. Therefore, superintelligence will optimize a company's 
profits, even if it results in harm to health. In the current capitalist system, groundbreaking 
technological innovations often stem from fundamental research funded by governments that later 
get commercialized by companies. There is no evidence to suggest that this paradigm would change 
in the case of superintelligence of the underlying systems. Another possibility is that a super 
intelligent AI might prioritize economic factors for the greater good of the species, even if it comes 
at the expense of human health. However, it remains unknown which priority goals governments 
and companies will ultimately choose. 

The consequences of the pursuit of profit maximization by companies through superintelligence 
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can be severe, leading to negative impacts on population health and well-being. As companies 
prioritize their profits over public health interests, they may not take adequate measures to address 
the negative effects of their products or services, leading to the promotion of disease patterns or the 
emergence of new health risks (Hou et al., 2019). For example, social media consumption can lead 
to mental health problems with long-term consequences, contributing to an overall deterioration of 
population health and increased healthcare costs. Moreover, tech companies could develop 
dominant market positions vis-à-vis state institutions, as their superintelligences could not be 
controlled or regulated from the outside (Kaplan & Haenlein, 2020). This can lead to social division 
and diminished population health, which in turn can have significant economic impacts, including 
reduced productivity and increasing healthcare expenditures.  

However, there are opportunities in this scenario for state institutions to cooperate with the 
digital industry in using the positive elements of superintelligence profitably. Companies may have 
to forego some profits, but in return, they would benefit from other privileges offered to them by 
the state. Similar to the second scenario, the data available from large technology companies that 
use superintelligence, could also be used for public health promotion. The state could act as a 
customer of these companies for this purpose. However, there are numerous risks associated with 
this negative scenario. Companies could exploit their position of power, as commercially active 
companies are obligated to their shareholders and not to the public. An ethical dilemma could arise 
regarding how superintelligence is used, with profit maximization taking precedence over all other 
interests, which could jeopardize social cohesion. Additionally, there are issues around the 
regulation of superintelligence as private companies likely have strong information asymmetry 
towards policymakers, for example with regards to the source code and primary data.  

Empirically, this scenario can be illustrated by the profit maximization paradigm of Facebook 
(Frost & Rickwood, 2017). While recently changing its name to Meta, internal leaks disclosed a 
range of potentially harmful business practices that favored higher profits to the detriment of public 
health. This included a range of issues from the Facebook AI encouraging user’s excessive social 
media consumption to the dissemination of fake news (Terrasse et al., 2019; Walter et al., 2021). 
These leaks reveal the real possibility of unethical corporate actions in the use of AI and the 
associated lack of social responsibility. Furthermore, the case illustrates how the lack of 
transparency in these activities means that politicians and the public have no means of monitoring 
the activities of these companies (Roland, 2018). The resulting strategic implications are the 
regulation of monopoly-like structures, the creation of universally applicable compliance rules for 
the technology companies, and the establishment of powerful supervisory bodies. Ethical standards 
must be defined, and non-compliance must be sanctioned. Additionally, information asymmetries 
between private and public sector actors must be significantly reduced to enable adequate 
superintelligence regulation. 
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Table 3: Summary characteristics of the third scenario 

Criterion Description scenario 3 
Superintelligence dominating 
Health impact negative 

Characteristics 
AI-driven utility maximization as the ultimate goal 
Benefit maximization in favor of one entity, at the expense of the population 
Collateral damage is accepted 
Overpowering positions vis-à-vis state institutions 

Effect 
Ethical and moral fault lines 
Promotion of disease patterns, emergence of new "widespread" diseases 
Deteriorating health status of the population as a whole 
Exploding health care expenditures 

Opportunities Government and digital industry collaborations (focus on positive potentials) 
Use of data/algorithms for public health promotion 

Threats 
Exploitation of power positions on the part of Big Tech 
Threat to social cohesion 
Lack of know-how/expertise among regulators/legislators 
Decreasing productivity and increasing downtime 

Empirical analogy 
Use case Profit maximization paradigm of the company Facebook/Meta 

Specifics 
Excessive increase in the use of social media (Facebook, Instagram, etc.) 
Exploitation of profit potential as top corporate maxim 
Lack of social responsibility 
Opacity and lack of transparency towards politics and the public 

Strategy 
implications 

Regulation of monopoly-like structures 
Creation of general digital compliance for big tech 
Establishment of powerful supervisory bodies 

Scenario 4: Humans in the manipulative universe. 

In this scenario, humans have a dominant position and use superintelligence in a purposefully 
manipulative manner, creating a negative health effect and in some cases actively promoting it (cf. 
Table 4). AI is employed to serve individual interests, such as the dissemination of fake news or the 
manipulation of public discourse through bots (Vafeiadis et al., 2019). Such practices occur at both 
the state and institutional level and have significant strategic implications in global competition, as 
they shape narratives and sway public opinion. This often results in collateral damage, which is 
accepted or even encouraged (Monsees, 2020). 

The effects are reflected in a high level of information insecurity. The population loses trust in 
state institutions or questions recognized scientific methods, including in diagnostics and therapy 
(Mesquita et al., 2020). As a result, the health status of the population deteriorates because of 
unclaimed health services, avoidance of preventive services, and a distrust of government programs, 



 

JFS December 2023 Koebe, Schillings and Oliver Schwarz

 

90 

such as vaccination campaigns (Carrieri et al., 2019). In the medium and long term, the negative 
change in health status leads to higher health risks and higher health expenditures to address the 
consequential damage.  

Opportunities in this scenario would be particularly evident in supranational cooperation among 
states, which could strengthen overall health diplomacy (Fazal, 2020). In addition, greater efforts 
could be made to provide adequate information, improve transparency, and increase responsible 
actors' expertise in dealing with manipulative AI. Nonetheless, there are numerous risks in this 
negative scenario. Trust in state institutions is damaged, with long-term repercussions on social 
cohesion (Braunschweig & Ghallab, 2021). The responsible control bodies are overwhelmed by the 
use of technology and cannot respond appropriately to the activities of AI. Deteriorated health 
results in lower productivity and increased absenteeism in the population. In this scenario, these 
risks are not just passively accepted, but can be part of (geo-)political strategies to improve one's 
power or competitive position. 

Empirically this scenario can be illustrated by the "information war" regarding the COVID-19 
vaccine (Carrion-Alvarez & Tijerina-Salina, 2020). With the help of fake news and bots, targeted 
disinformation is disseminated on a large scale to undermine trust in the Corona vaccine by 
propagating serious vaccine harms or spreading conspiracy myths (Catalan-Matamoros & Elías, 
2020). As a result, willingness to receive the vaccine is declining, and two opposing blocs have 
emerged in the population with vaccination supporters and opponents at the margins (Borkowska 
& Laurence, 2021). This leads to polarization and division in society, which can also have 
significant effects on the stability of the political system (Jahng, 2021). As a result, a long-term 
skepticism toward vaccination programs and conventional medicine may emerge. 
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Table 4: Summary characteristics of the fourth scenario 

Criterion Description scenario 4 

Superintelligence not dominating 

Health impact negative 

Characteristics 
Use of AI to enforce individual interests (fake news, bots, etc.) 
High strategic implication in global competition 
Struggle for narratives and public opinion sovereignty 
(High) collateral damage is accepted 

Effect 
Information uncertainty 
Loss of confidence in recognized diagnostic and therapeutic procedures 
Deteriorating health status of the population as a whole 
Rising health care expenditure/risks 

Opportunities Supranational cooperation of the states (health diplomacy) 
Compulsion to improve the quality of information and know-how appropriation 

Threats 
Long-term damage to trust in state institutions 
Threat to social cohesion 
Technical overload of the control authorities 
Decreasing productivity and increasing downtimes 

Empirical analogy 
Use case The "Information War" on vaccination against the Corona virus 

Specifics 
Dissemination of Fake News about vaccination harms and conspiracy myths 
Formation of opposing blocs (pro/contra vaccination) 
Social polarization and division 
Long-term skepticism in vaccination programs and conventional medicine 

Strategy implications 
Creation of "secure" and trustworthy information channels 
Transparent communication and decision-making 
Regulation of bot-prone systems (including social media) 

Strategic implications in this scenario include the creation of secure and trustworthy information 
channels, transparent communication and decision-making and adequate regulation of AI systems 
that affect population health. Ideally, independent nongovernmental institutions, with a focus on 
avoiding potential conflicts of interest, should provide information to the public. Social media 
networks, which are susceptible to bot manipulation, should be subject to community regulation at 
the international level or, if necessary, their use severely restricted if companies refuse to comply 
with established standards. It is crucial to take a proactive approach to address the risks of 
manipulative AI in order to maintain public trust in health institutions and ensure the well-being of 
the population. 
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Future perspective of the scenarios 

In our four scenarios, we described the potential opportunities and risks for population health posed 
by superintelligence. In order to translate the strategic implications derived from our scenarios into 
policy frameworks for global population health, it may be useful to draw an analogy to the 
existential threat posed by climate change (Schuppert, 2011). Like the threat of climate change, the 
risks associated with the use of superintelligence require a collaborative, consensus-oriented 
approach to problem-solving. At the global level, institutions such as the United Nations exist to 
combat climate change, and national representatives negotiate compromises to solve problems, 
which are then translated into national legislation (Gao et al., 2017). For example, in Germany, 
Article 20a was enshrined in the constitution, giving people an enforceable basic right to secure the 
future for future generations (Griefahn, 1999). A similar construct would be possible to safeguard 
global population health by actively reducing the risks described at a higher level. At the World 
Health Organization (WHO) level, nations could agree on a basic set of rules for the use of 
algorithms by a future superintelligence. Universal algorithm laws could be formulated as a basis 
for this set of rules. These universal laws could be derived from Asimov's robot laws (Clarke, 1994). 
Asimov's remarks were the first to lay an ethical foundation in the interaction of robots and humans. 
Asimov's reasoning is based on metaphors from science fiction literature, which made important 
ethical contributions to the knowledge of futurology (Blackford, 2017). Here, the protection of 
human life is set as the highest premise, which would also be a purposeful analogy for 
superintelligence algorithms (Nagler et al., 2019). 

One potential next step in safeguarding population health against superintelligence is to enshrine 
algorithm laws in the constitution, which would provide better options for legislative and 
jurisdictional action at all levels. A general regulation through ordinances, for example at the level 
of the European Union for its member states, is also a conceivable approach. There are already 
attempts to do so in parliamentary processes (Robles Carrillo, 2020; Schneeberger et al., 2020). 
However, the precautionary principle (Calliess, 2013) that is preferred in EU legislation is 
challenging to apply to digital services. Unlike physical products that require proof of the exclusion 
of harmful effects on health before being put into circulation, practical and methodological 
problems make it difficult to apply the same principle to algorithms (Kim, 2019). 

Currently, a new EU digital legislation is underway to better regulate the digital economy. The 
EU Commission is pioneering ex-ante regulation in local legislation (Georgieva, 2021) to address 
this challenge. However, these draft laws for regulating algorithms used by private companies also 
have weaknesses as they are not comprehensively enforceable or sanctionable for violations. 
Therefore, adopting the risk principle as applied in United States (Peuker, 2014) could serve as a 
model for the regulation of algorithms. This principle sets preventive incentives to exclude possible 
consequential damages in advance due to a risk of lawsuits. Companies would design and program 
the algorithms of superintelligences in such a way that no adverse health effects occur because of 
them. Otherwise, national legal standards, such as class actions, offer the possibility of holding them 
accountable. This ex-ante regulation approach would set appropriate incentives for companies and 
states to minimize health harms at the expense of population health through AI. As a result, 
existential risks from the scenarios described could be significantly reduced or eliminated. 
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Discussion 

In this paper, we have derived and analyzed scenarios how superintelligence could have an impact 
on population health and pose an existential risk to the future of humanity. This is important not 
only from the perspective of intergenerational justice but also because economic prosperity, health 
and social systems, and social cohesion are all dependent on population health. As a precautionary 
measure, we propose enshrining algorithm laws in the constitution to establish positive incentives 
for companies and institutions to use future superintelligences in a responsible manner. 

To derive these scenarios, we used an appropriate method for anticipating future developments 
and their consequences. We adapted an existing scenario model to include the relevant dimensions 
of population health and validated them through extensive discussions and empirical evidence. Our 
scenarios are not exhaustive and should be interpreted with caution since future developments are 
inherently uncertain. However, they provide a basis for further discussion and empirical research. 

The accuracy of the four scenarios is supported by existing facts, allowing us to develop 
narratives for each scenario that describe their impacts, opportunities, and risks, as well as derive 
strategic implications. Future avenues for research could further validate and refine our scenarios 
and provide a more comprehensive understanding of potential future developments. While none of 
our scenarios will occur in their described pure form, they do offer insights into the possible risks 
and opportunities associated with superintelligences and their impact on population health. Our 
study is a desk research work that does not involve participatory empirical data collection. We chose 
this type of study in order to first adopt an exploratory approach, as there are no theoretical 
frameworks in this field that explicitly deal with public health. In our study, a positive and negative 
classification of scenarios emerges. We do not give this classification normatively, but it results 
from the effect of a potentially deteriorating health of the population. We point out that this 
classification according to the scenario effect is an anticipation assumed by the authors. The authors 
assume that there is a consensus in the scientific community that an adverse health effect is always 
negatively associated. 

One limitation of the developed scenarios is the present orientation of their illustrative use cases. 
Consequently, these serve to illustrate current trends, which are intended to show a scenario path to 
bring the imagination about possible future closer (Suddendorf & Redshaw, 2013). This speculative 
nature is inherent in scenario analysis, but it is a useful tool for anticipating different perspectives 
and to question, accompany and renew them in a learning process of advancing developments 
(Rhisiart et al., 2015). While the scenarios presented use catchy labels to highlight their narrative, 
the factors selected to determine their logic follow a consistent and plausible approach. 

At the outset, we acknowledged that we cannot predict how a superintelligence will behave or 
what features it will possess. However, there are currently existing functionalities that we can 
examine, such as the complex question processing ability of ChatGPT from OpenAI (Mijwil et al., 
2023). This provides an indication of the potential direction of interaction between a strong AI and 
individuals seeking health information. It should be noted, however, that the transparency of these 
chatbots is insufficient and general acceptance of the information they provide is unknown. 
Additionally, there are many studies that demonstrate the superior diagnostic quality of strong AI 
in some domains. Nevertheless, these studies are not unified under a superintelligence in a broader 
sense, and it remains uncertain whether and in what form they will be integrated into a uniform data 
platform for the use of superintelligence. 
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Conclusion 

In this paper, we explored the potential impact of superintelligence on population health and the 
associated existential risks. To do this, we used the status quo of global population health as a 
starting point and developed four scenarios using the intuitive logic method to explore their potential 
outcomes. Scenario one depicts humans in a digitally monitored and controlled universe. Empirical 
evidence is provided by the Chinese social credit system, which is used as an analogy for fully 
controlled health behavior by a superintelligence. Scenario two describes autonomous humans in a 
self-optimized universe. Here, a superintelligence is specifically deployed by humans to optimize 
population health in the spirit of Technological Singularity and to exploit the full innovation 
potential of medicine. The third scenario shows humans in a profit-maximizing universe. Here, 
economic interests always take precedence over those of population health, which can result in 
significant negative health effects, as the case study of Facebook shows. The fourth scenario 
illustrates humans in the manipulative universe. Here, targeted instruments are used to enforce, 
among other things, geostrategic interests that can have strong negative effects on population health. 
In the negatively interpreted scenarios, superintelligence does not serve to increase health status but 
to achieve self-interest that opposes population health or accepts collateral damage. In this paper, 
we provide an analytically derived description of future scenarios, make recommendations for 
action, and describe a framework for regulating superintelligence to minimize existential risks to 
population health. 

Overall, we recommend a policy of close coordination between all stakeholders involved in the 
development, use, and regulation of a superintelligence. Already during the development of this 
technology, legislators and civil society must address these complex ethical issues and engage in an 
open discourse. Similarly, it is crucial that policymakers build expertise in this field to limit 
information asymmetries to private sector stakeholders. Technologies with a high impact on 
population health and social cohesion must be subject to ethical standards when commercialized, 
which are to be defined on the global, regional, and national level.  
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